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Exploring the Utilities of LLM’s in Robot-Supported Mindfulness Practices
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Fig. 1. Generated image depicting a Pepper-Inspired Robot Meditating with People in Indoor/Outdoor Space [Dall-E w/ XXX xuman]

1 ABSTRACT

In mindfulness practices, many struggle to adhere to regular routines. Socially assistive robots represent promising guiding meditation
sessions to promote engagement. This research investigates integrating responsiveness powered by recent large language models (LLM)
into robot-led mindfulness. We present two LLM-enhanced robot modalities: first, an LLM-driven pipeline generating tailored verbal
meditation guidance performed by a Pepper robot; second, a pipeline detecting human emotions from speech, them mapping them to
robot gestural response. Initial implementations indicate a promising subject response. A six-session robot-facilitated meditation series
occurring on consecutive new moons will inform ongoing innovation, contributing to a rising domain of automated robot assistants
for well-being practices. Later work will use LLM analysis of human speech, e.g., mapping affective content to appropriate robot
gestural responses. We invite others to harness modern LLMs’ potential for human-robot storytelling, promoting a caring, playful side
of this technology, and supporting groups of humans in joint practice for this important skill.
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2 INTRODUCTION

Mindfulness practices, such as meditation and yoga, have demonstrated mental and physical health benefits. However,
the challenge lies in starting and adhering to regular routines. Socially assistive robots show promise as coaches guiding
audiences through sessions to promote accessibility and motivation. For instance, Axelsson et al. [3] successfully
deployed robots in a public cafe to lead group breathing awareness practices.

Recent advances in large language models (LLMs) have also opened up new possibilities for enhancing robot-
supported mindfulness. Kumar et al. [13] found that LLM chatbots improved people’s intent to practice mindfulness,
highlighting the conversational agents’ role. Additionally, Spitale et al. [20] compared physical and virtual robot speech
therapy coaches, finding the physical robot to deliver better child engagement and linguistic gains.

This research aims to investigate utilities of large language models to enhance robot coaches for mindfulness, via the
exploration of two specific LLM robot modalities: (1) A robot that uses LLMs to generate guided meditation scripts
to be delivered out-loud to a human audience, (2) A robot that performs affective human speech recognition to offer
comforting gestures via sentiment analysis. These implementations will help us explore our research question:What

can LLMs offer to HRI-related Mindfulness Practices?

3 RELATEDWORK

Although the use of robots and speechbots in mindfulness therapy are not yet common, the first late breaking reports
[3, 8, 15, 19, 20] and full papers [2, 4, 7] show promising first steps. For example, Axelsson et al. [3] found café customers
willing to participate in robot-led breathing awareness sessions. Bodala et al. [4] compared how users perceived
mindfulness training delivered by a robot versus a human. [15] developed a robot-guided deep breathing practice to
reduce anxiety. [2, 12, 21] studies have found positive perceptions, experience impacts, and neurophysiological changes
from robot-guided mindfulness sessions that are comparable to human-delivered practices.

Broader uses of robots in therapeutic and human-supporting applications range from health and exercise support
[5, 6, 14] to physical [20] and emotional therapy [11, 12, 16]. These adjacent domains sometimes use metrics like
therapeutic alliance, participant desire to continue doing exercises with the robot, challenges of this varieties, and
self-reported health outcomes. For instance, Matheus et al. [14] detected breathing phases for personalized interactions
while Spitale et al. [20] compared child engagement between physical and virtual robot speech therapy assistants. [11]
assessed psychological well-being improvements in students interacting with a supportive robot coach. Moreover,
Robinson et al. [17] found that higher education students had a moderately good perception of a humanoid robot
delivering a mindful breathing technique. So much interest, but few with repeated sessions or community.

Algorithmic therapy systems are also on the rise. Denecke et al. [7] presented SERMO, a mental health chatbot
automatically suggesting coping strategies based on detected emotions. Similarly, [9] EMMA- The ChatBot was designed
to detect mood from phone sensors and provide relevant wellbeing micro-interventions. As language capabilities
advance, there will be growing potential to integrate features like natural language processing, emotion recognition,
and personalization[9, 18] into socially assistive robots to optimize their coaching interactions and outcomes.

4 PROBLEM STATEMENT

To investigate the potential of LLMs in supporting human mindfulness practices, we propose to develop and evaluate
two human-robot mindfulness applications. In the first, we will have a robot / voicebot lead spoken meditation (the
first series of which occurs on New Moon). In the second, we propose a compassionate listener robot that will generate

2



105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

Exploring the Utilities of LLM’s in Robot-Supported Mindfulness Practices HRI ’24 Companion, March 11–14, 2024, Boulder, CO, USA

empathetic gestures; for instance, calming motions would be generated if elevated stress or anger is detected through
human speech, aiming to promote relaxation and well-being through nonverbal signals.

Fig. 2. The LLM-Speechify robot guided meditation pipeline

Fig (2) depicts a pipeline for robot-guided mindfulness using ChatGPT text converted into robotic voices with the
help of the Speechify AI tool and human-in-the-loop editing. As a final step, calm music was added in the background.
In addition to speech, the Pepper robot performed programmed motions. Systems such as this one might be used to
guide practitioners through personalized mindfulness interventions to promote engagement and motivation in future
work, but for now, we are using them in a community event.

Fig. 3. The human speech emotion recognition to robot gesture mapping pipeline

Fig (3) depicts a concept design for processing human speech into emotion, and then generating empathetic robot
gestures. This research would explore the integration of LLM capabilities to enhance a robot’s responsive verbal
guidance and non-verbal cues. The motivation is to create robots capable of more compassionate, supportive behaviors
to nurture better bonds and outcomes in human-robot interaction. This relates closely to ongoing research in emotionally
intelligent, socially assistive robotics - an emerging domain with application in areas like mindfulness, yoga and mental
health and more.

5 FIRST ROBOT NEWMOONMEDIATION

In the kickoff to our monthly robot guidedmindfulness sessions, we leveraged LLMs to generate a 4.5 minute mindfulness
coaching dialogue to be delivered by a Pepper robot (Fig. 2). The theme of this first edition was "Robot Harmony" and
it was attended by four graduate students, a professor and a robot. Two voicebots (one male and one female) were
selected by the second author to deliver segments of the script. Prompt engineering was used to prime ChatGPT to
include robots, the solar system, and new moon intention setting into a 500-word guided meditation script that was
human edited for accuracy (e.g., new moons do not emit light) and comedic flow. Here is a segment:
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Let the gentle whirring of gears become your guide, leading you deeper into the present moment. Now, turn

your attention to the night sky, envisioning the moon as a powerful motherboard radiating cosmic energy.

The new moon, a symbol of renewal, offers us a blank canvas upon which to project our aspirations.

Just as robots are programmed for specific tasks, this lunar phase empowers us to program our intentions

into the universe. Feel the energy of the new moon washing over you, cleansing your spirit and preparing

you for the journey ahead...Imagine the robots around you absorbing this lunar energy, transforming it into

a harmonious force that resonates within and around you.

The group spent about 45 minutes together, opening and closing with the generative voice and motion script, in
which both the spoken meditation and Pepper robot motions were cued at the same time. The group was encouraged to
set intentions that they could watch grow with the moon over the next two weeks and instructed to observe the moon
over its 30 day cycle, also considering what to let go of as the full moon reduces to a crescent. The group shared their
first impressions of the system and experience, and some shared their plans for the upcoming 30-day cycle.

6 TOWARDS EMPATHETIC ROBOT LISTENERS

In our upcoming technology development, we plan to design a robot that can respond to human speech with empathetic
gestures, investigating both affect analysis and context-to-gesture mappings. One thought is to conduct word or prosody
analysis to classify if there are strong emotions present, e.g., anxiety, frustration or calmness. Next, we will research,
develop, and evaluate relevant robot gestures to respond to these emotion types, perhaps augmented by the human
animator’s feedback.

For example, detecting agitation may trigger calming arm motions and downcast eyes. Detecting interest could
produce affirming postures and open robot body language (e.g., wide arms with open palms). Findings could inspire
more ambitious efforts to grow machine compassion through fusing speech understanding and physical actions.

7 DISCUSSION/CONCLUSION

Thus far, we have utilized ChatGPT to generate a tailored mindfulness coaching text for delivery through a Pepper
robot’s voice. The script guided the audience using Speechify’s text-to-speech. In our ongoing work, we would like to
match speech to robot motion in both application cases, expanding repertoires of mindfulness activities. It is common at
meditation retreats to engage in sharing circles, or meet 1:1 with guides alongside sitting, walking, or other more well
known mindfulness practices. Having opportunities in which humans can share, wherein a robot guide had suitable
nonverbal responses may increase people’s reflections about and commitment to mindfulness.

We would also like to explore using LLM-based speech emotion recognition to detect the user’s engagement and
reactions during the session (as in Fig. 3), responding to human utterances with empathetic gestures. Generating suitable
robot gestures and motions have also been shown to be helpful in other robot coaching domains: Gjaci [10] explores
learning culturally-specific co-speech gestures from audio-pose mappings, showcasing potential to capture nuances.
Complementary to this, Alexanderson [1] develops controllable diffusion models for dance motion synthesis from audio.
For instance, signs of interest and relaxation may one day trigger encouraging robot gestures. Our goal is to use LLM
mindfulness to help people engage with their own inner workings.

ACKNOWLEDGMENTS
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